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Abstract. Hybrid Automata (HAs) are a clean modeling framework forteyss
with discrete and continuous dynamics. Many systems anetstied into com-
ponents, and can be modeled as networks of communicating Méssage Se-
guence Charts (MSCs) are a consolidated language to deslaitired behaviors
of a network of interacting components and have been exteimdaumerous
ways. The construction of traces witnessing such behatora given system
is an important part of the validation. However, specializeols to solve this
problem are missing. The standard approach encodes theaiotsin a tempo-
ral logic formula or in additional automata, and then use fthe shelf model
checker to find witnesses. However, these approaches agetmoic and often
turn out to be inefficient.

In this paper, we propose a specialized algorithm to find #tebiors of a given
network of HAs that satisfies a given scenario. The approsttased on SMT-
based bounded model checking. On one side, we constructcadiag which
exploits the events of the scenario and enables the inctamese of the SMT
solver. On the other side we simplify the encoding with ifsats discovered
applying discrete model checking on an abstraction of the.HAe experimental
results demonstrate the potential of the approach.

1 Introduction

Complex embedded systems (e.g. control systems for raslwayonics, and space)
are made of several interacting components, and featuredigtrete and continuous
variables. Networks of communicating hybrid automata [6As) are increasingly
used as a formal framework to model and analyze the behal/grah systems: local
activities of each component amount to transitions locaaoh HA; communications
and other events that are shared between/visible for v@domponents are modeled
as synchronizing transitions of the automata in the netyitorie elapse is modeled as
implicit shared timed transitions.

A fundamental step in the design of these networks is thelagdin of the models
performed by checking if they accept some desired intevastamong the components.
The language of Message Sequence Charts (MSCs) and itsiexterare often used
to express scenarios of such interactions. MSCs are edipewaful for the end users
because of their clarity and graphical content.

The ability to construct traces of a network of HAs that $atessgiven MSC is an
important feature to support user validation. Howevenrdh®s been little research to
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address the specific problem, and the typical approach esdhe problem to “off-the-
shelf” model checking solutions: the MSC is translated iamoequivalent automaton
and the required trace is found by reachability in the crosstuct of the automaton
with the network. This can turn out to be ineffective, exaeding the difficulty of the
reachability problem, which is already very complex in thse of HAs.

In this paper, we tackle the problem of efficiently finding theces of a network
of HAs that satisfy an MSC. We work in the framework of Boundéddel Check-
ing (BMC), which uses at its core an incremental encoding Butisfiability-Modulo-
Theory (SMT).

We first investigate different automata constructions)@ikipg optimizations such
as locality and partial-order reduction. Second, we pre@ospecialized, direct algo-
rithm, where the search is structured around the eventiMBC, which are used as
intermediate “islands”. The idea is to pre-simplify fragmeof the encoding based on
the events attached to the islands and to incrementallgaserthe local paths between
two consecutive islands. Further simplifications are agdeby means of invariants
that are discovered by applying discrete model checkingnoabatraction of the HAs.
The generated invariants are either over-approximatiériseostates that are visited
between two subsequent events, just before or just aftereat ef the scenario.

A key enabler for our work is the use of an alternative, “Idoak” semantics [6] for
HAs, which exploits the fact that automata can be “shallosyigchronized” [7]. The
intuition is that each automaton can proceed based on itgdin@l “local time scale”,
unless they perform a synchronizing transition, in whickecthey must realign their
absolute time. This results in a more concise semanticstentnaces of the network
are obtained by composing traces of local automata, ead¢hledal time elapse, by
superimposing structure based on shared communication.

We implement the various approaches in the sub-case ofrlmgdaid automata,
and we use an incremental SMT solver to check the satisfiabilithe formulas en-
coding the reachability problem. We compare the proposkdisns over a wide set of
networks and benchmark MSCs. The results show that thetditgorithm is able to
construct witnesses for very wide networks, with very lorges, significantly outper-
forming the other approaches based on the automata cotstruend that the use of
invariants can be helpful in further reducing computatioret

The paper is structured as follows. In Section 2 we presenedmackground on net-
works of HAs, and the SMT-based methods for their reachsglaifialysis. In Section 3
we present the language for describing scenarios, and ttiedsebased on automata
construction. In 4 we discuss the proposed direct appraath3C checking. In Sec-
tion 5 we discuss related work. In Section 6 we experimentalaluate our approach.
In Section 7 we draw some conclusions.

2 Networks of hybrid automata

2.1 Networks of transition systems

We first defineLabelled Transition SystenfsTSs), which are then used to define the
semantics of Hybrid Automata. An LTS is a tugl@, A, Qo, R) where:



— @ is the set of states,

— As the set of actions/events (also called alphabet),
— Qo C Qs the set of initial states,

— R C @ x Ax Qisthe set of labeled transitions.

A traceis a sequence of evenis = ay,...,a, € A*. GivenA’ C A, the projection
w4 of w on A is the sub-trace ab obtained by removing all events inthat are not
in A’. A pathr of S over the tracev = ay,...,a, € A* is a sequencegy = ¢; 3

. % g, such thatyy € Qo and,(g;_1,ai,¢;) € Rfor alli such thatl < i < k. We
say thatr acceptsw. ThelanguageL(S) of an LTSS is the set of traces accepted by
some path ofS. Given a statey € Q, the languagd ,(S) of an LTSS is the set of
traces accepted by some path™> ¢; 23 ... %% ¢, of S with ¢, = q.

The parallel compositionS; ||.S2 of two LTSs S1 = (Q1, A1, Qo1, R1) and Sy =

(Q2, Az, Qo2, R2) is the LTS(Q, A, Qo, R) where:

- Q=01 %x Q2
— A=A UA,,
- Qo = Qo1 X Qoz,

- R:={((q1,q2), 0, {01, )) | {q1,0,01) € Ra,{q2,0,q5) € Ra}
U{<<q1;q2>7aa <q/1,Q2>> | <q17aaq/1> € Ri,a ¢ AQ}
U{({a1, q2), 0, (a1, 83)) | {42, 0,45) € R2,a & A}

The parallel composition of two or more LTS5]|| .. . ||S,, is also called aetwork
If an event is shared by two or more components, we say thatwhiet is a synchro-
nization event; otherwise, we say that the event is local défeote withr; the set of
local events of the-th component, i.es; = A; \ Uj A

Given a network, théanguage emptiness probréimthe problem of checking if the
language of a network is empty. Given a netwdfland a predicate € Q1 x ... x Q.,

thereachability problenis the problem of checking if the languagg(N') is empty.

2.2 Hybrid automata
A Hybrid Automator(HA) [16] is a tuple(Q, A, Qo, R, X, 11, ¢, &, 0) where:

— Q@ is the set of states,

— Ais the set of events,

— Qo C Q is the set of initial states,

— R C @ x A x (Qisthe set of discrete transitions,
— X is the set of continuous variables,

- 11 : Q — P(X, X) is the flow condition,

— ¢: Q — P(X)is the initial condition,

— ¢ : Q — P(X) is the invariant condition,

— 0: R — P(X,X’)is the jump condition,

whereP represents the set of predicates over the specified vasiable

A Linear HA (LHA) is an HA where all the conditions are Booleaombinations
of linear inequalities and the flow conditions contain valés in X only. We assume
also that the invariant conditions of a LHA is a conjunctidinequalities.



A network™ of HAs is the parallel composition of two or more HAs. We calesi
two semantics for networks of HAs: the global-time semantichere all components
synchronize on timed events, and the local-time (or tinagagis) semantics, where the
timed events are local and components must synchronizétleeon shared events.

In the following, we consider a network = H,||...||H, of HAs with H, =
<Qi7 Ai, Qoi, Riy X, iy Liy &y 91> such that for alll < i < 71 <nX;N Xj =0 (|e
the set of continuous variables of the hybrid automata asjeidt).

The global-time semanticfor time-action semantics) [16] 61 is the network of
LTSsNeitime (H) = Si| - .. ||Sn with S; = (Q}, A%, Qf,;, R;) where

- Q={(¢,7) | ¢ € Q;, T e RN},

— A; = Az U {<T|ME,6> | o€ Rzo},

- Q= {{¢,7) | ¢ € Qui,T € 1i(q)},

- R; = {<<qvf>7a) <qlvf/>> | (q,a,q’} € Ria <Eaf/> € Qi(q,a,q’),f € gl q)’fl €
&)} U {{{g,T), (TIME, ), (q,T')) | there existy satisfyingu;(q) s.t. f(0) =
7, f(0) =7, f(€) € £(q), € € [0, 4]}

The local-time semanticgor time-stamps semantics) [6] @{ is the network of
LTSSNLOCTIME (H) - S1|| e ||Sn W|th Sz - < ;, A;, Q(/)W R;> Where

- Q; = {<qafa t> | q e Qi,T € R‘Xilat € REO}a

- A; = {(a,t> | a < Ai,t (S Rzo} U {TlMEZ‘},

- Qb = {(¢,7,0) | ¢ € Qui, T € ui(q)},

- R’ = {{(¢,7,1),{a,1),(¢, 7, 1)) | (¢,0,¢") € Ri,(ZT,T) € 0i(g.0,¢),T €
gi(Q)afl € gi(ql)} U {<<qafa t>7T|MEi7 <qaflat/>> |there EXiStgc SatiSfying,ui(q)

S-t-f(t) =7, f(t/) = E/a f(e) € 61'((]),6 € [ﬁ’t/]vt < t/}'

The definition of the local-time semantics is such that thteo$ections of each
LTSs contains a local timed eventME; and couples containing a discrete action and
a time stamp (i.e. the amount of time elapsed in the autonaitws, each automaton
performs the time transition locally, changing its localé¢i stamp. When two automata
synchronize ora, t) they agree on the actianand on the time stamp Instead, in the
global-time semantics, all the automata are forced to symike on the time transition
(TIME, §), agreeing on the time elapsed during the transitiovefiable).

If g = ({q1,T1,t1),- -+, {Gn,Tn, tn)) is a state ofN ocTive, We say thay is syn-
chronized ifft, = t; for1 <i < j <mn, i.e., the local times are equal.

Theorem 1 ([6]). {{q1,Z1),---,{qn,Tn)), is reachable inNG 1we (H) iff there exists
a synchronized stat€qy, 771, t), . - -, (qn, T, t)) reachable inNV ocrimve (H)-

In an extended version of this paper, availabletatp: / / es. f bk. eu/ peopl e/ nover/
hybri d_scenari o/, we prove a stronger version of the theorem, which shows that
also a time-abstract version of the traces is preserved.

2.3 SMT encoding of hybrid automata

As described in [16], LHAS can be analyzed with symbolic téghes. Let us consider
a networkH = H,||...||H, of LHAs whose semantics (either global or local time)



is given by the network of LTSS4]|. .. ||S, whereS; = (Q;, 4;, Q.0, R;). The states
Q; can be represented by a $étof symbolic variables such that there exists a map-
ping x from the assignments df; to the states of thé;. The events of4; can be
represented by a set of symbolic variabl&s such thaty maps every assignment of
variables inl¥; to an event in4;. Sets of states are represented with formulas dyer
while sets of transitions are represented with formulas &yelV;, andV;/, which are
the next values o¥;. In particular, it is possible to define a formulgV;) such that
u(Vi) | I iff x(n) € Qio, and a formulal; such thatu(V;), v(Ws), 1/ (V}) | T iff
(x(n), x(v),x(1')) € R;, whereu(V;),v(W;) andu(V;) are assignments to the set of
variablesV;, W; andV.

The details of the encoding we use can be found in [7]. Hergustenotice that we
use a scalar input variabketo represent the events éf; adding two distinguished
values, namelyr and s, to represent a timed transition and stuttering, respelgtiv
When stuttering, the system does not change any variableed¥er, when encoding
the global-time semantics a further real input variahleepresents the time elapsed in
a timed transition. Instead, when using the local-time s#its, the variablé; repre-
sents the local time off; and is also used as time-stamp of the events (thus, to ensure
that shared events happen at the same time).

As standard in Bounded Model Checking, given an intégere can build a formula
whose models correspond to all paths of lerigti the represented LTS. The formula
introducesk + 1 copies of every variable in the encoding of the automataeG&
formula ¢, we denote withp’ the result of substituting the current and next variables
of ¢ with theiri-th and(:; + 1)-th copy, respectively. The paths §fof lengthk can be
encoded into the formulgath (k) := 19 A Ny o), T

Theorem 2. There exists a mapping from the models géath(k) to the paths of of
lengthk.

Most of modern solvers, both for SAT and SMT, haveiaarementalinterface
such that, if a problem is fed to the solver incrementallg, folver can first tackle
smaller parts of the problem and then pass to large partsgimansp reuse the lemmas
discovered during the previous searches. Suppose theepnabl parametrized by a
certaink, i.e. PB = 3k.PB(k). In order to exploit the incremental interface of the
solver, the problenP B(k) is formulated into two part®®B(k) = «a(k) A B(k), as
in [9], such thain(0) = ~(0) anda(k + 1) = a(k) A y(k + 1). This way, the solver
faces sub-problems of incremental difficulties and caneguevious results:

7(0) A B(0)
Y(0) Av(1) A B(1)
Y(0) Av(1) Ay(2) A B(2)

If we want to solve the reachability problem, we look fat for which the problem
PB(k) = path(k) A target” is satisfiable. The problem is usually presented to the
solver in the following formzy(0) := I°, y(k) := T*~1, 3(k) := target”, fork > 0.

The non-monotonicity of the encoding is handled with a staddtack-based in-
terface of the SMT solver (’5H, ASSERT, SOLVE, PoP primitives). This allows, after
assertingy(k), to set a backtrack point (BH), asser{3(k) (ASSER7), check the satis-
fiability of the conjunction of the asserted formulaso{SE), and to restore the state



of the solver (i.e. asserted formulas and learned clauseisg dacktrack point (8P).
This way, thek+1-th problem is solved keeping all the learned clauses rtlate(%).

3 Message Sequence Charts

3.1 MSCs for networks of hybrid automata

A Message Sequence Chart (MSC) [23] Train } { Controller} { Gate
defines a possible interaction of compo-
nents in a network/. An MSCm is as-
sociated with a set of eventt,, C Ax,
subset of the events of the network. The
MSC defines a sequence of events for ev-
ery componenf of the network, called
instance ofS.

The typical implicit assumption is
that the set4,,, contains all the synchro- Raise
_nizatic_)n events of the netW(_)rk. HoweverFig. 1. An MSC for the Train-Gate-
if A Is a netwo_rk of hybrid aUt_Omata'Controller model [16].
even if we consider the global-time se-
mantics in which the timed event is shared, the timed evenbtspart of A,,, and,
thus, is not present in the sequence of events specified by #t& Therefore, we as-
sume that independently from the semanticgy'ifs a network of the hybrid automata
H,y, ..., H, with alphabet respectively,, ... A,, thenA4,, = U1§i<j§n A;NA;and
thus the (global or local) timed event is not partof,*.

An instancer for the LTSS is a sequencey; .. .;a, € (A, N Ag)* of events of
S. S accepts the instancé (= o) iff there exists a trace accepted bys (w € L(5))
such that the sub-sequence of eventdjpis equal too (w)4,, = o). In other words,

S accepts the instance iff there exists a patbf S over a trace compatible with the
instancer. In such cases, we say that= o.

An MSC is the parallel compositiom, || . . . ||o}, of 01, ..., 0, Whereo; is an in-
stance ofS;. The network\ of LTSs accepts the MS@: (N = m) iff there exists a
tracew accepted byV (w € L(N)) such that, for eveng;, the sub-sequence of events
in A, N Ag, is equal too (7~U|(AmmAsq.,) = o). In other words " accepts the instance
iff there exists a path ol over a trace compatible with every instance of the MSC. If
'H is a network of HAs, then we say that = m iff Ngirive (H) E m.

The model checking problem for an MS&is the problem of checking if a network
satisfies an MSC. If we define the langudgen) of an MSCm as the traces compatible
with the instances ofn, the model checking problem can be seen as the problem of
checking if L(N') N L(m) # 0.

An MSC o4]|...]||o,, is consistent iff for every pair of instances ando; the
projection on the common alphabet is the same, i.el,# A; N Aj, 054 = 0ja. In
other words, the MS@Gn is consistent iffL(m) # (. Henceforth, we assume that the

Approach

Lower

Exit

! The techniques presented in this paper can be adapted tideoatso the case where a syn-
chronization is not iM4,,,.



MSCs are consistent. The check of consistency is trivial@rdbe done syntactically
on the graphical representation of the MSC.

Example 1.Figure 1 shows an MSC for the railroad model from [16]. Tharan in-
stance for each automaton in the netwdniain, ControllerandGate The MSC repre-
sents a scenario where tfimsin communicates with the controller when approaching
the Gateand the controller synchronizes with t@ateto close it. When thdrain is

far, it synchronizes with th€ontroller, which opens th&ate

3.2 Standard global automata construction

The classic construction of an automaton which monitorsstitesfaction of an MSC
m proceeds by building one state for combination of locati@wery instance has one
location before each event and a final location after thedasnt. A cut throughn is
a set of locations, one for each instance (we do not requéetits to be downward
closed with regard to the events because we guarantee thegdbhable cuts respect
the events). It is called “cut” because it cuts the graphieptesentation of the MSC
into two parts, the one already visited and the one to be ot

Formally, if the instancer; = a!;. .. ;aﬁli, we represent a location with indexes
from 0 to h;. A cut is therefore a tuple of indexes. Given a eut {(ci,...,c,), an
eventa is said enabled ir iff there exists a set of indexes C [1,n] such that for all
j € J,a € Aj, the event after the locatiar) is a (i.e.,angrl = a), and, forallj & J,
a ¢ A;. Note that for a given event, the set/ is unique and we denote it withy.

The LTSS,, corresponding to an MS&. = o1|| . .. ||oy, With o = al;...;a}, . is
defined as follows:

- Q=1[0,h1] x ... x [0, hy],
- A=A4,,
- Qo=1(0,...,0),
- R = {(¢,a,c) | ais enabled irc and, for allj € Jg, i, = i; + 1, and, for all
3¢ Ja iy =15}
Theorem 3. L(m) = L(Sp,).

3.3 Exploiting independent events

Reduced global automataIn the case of synchronizations on discrete events as for
hybrid automata (thus without shared variables), two ftems on different compo-
nents with different events are independent. This meansttaarder of the transitions
does not affect the state after their application. If theeoiid irrelevant for the search
problem, we can fix an arbitrary interleaving. As noted in {Bis reduction can be am-
plified if we adopt the local-time semantics, since timeasigaons become local and
independent from the timed transitions of other components

In the case of model checking MSC, since we are interesteadinfy one trace
compatible with the MSC, if we use the local-time semantias,can fix an arbitrary
interleaving of parallel events in an MSC, and produce anraaton which is linear in
the number of events.



If JandJ’ are subsets dfi, n], we say that/ < J' if J contains an integer lower
than any integer i’. If a; anda, are enabled i, we say that,, < ay iff JS < JS,.
Clearly, given a cut, there exists a minimum enabled event.

We can build a reduced LTS, corresponding to an MS@: as follows:

- Q=1[0,h1] x ... x[0,hy],

- A= Am X RZO’

- Qo=1(0,...,0),

- R={{c,{a,t),c') | c € Q,t € R>o anda is the minimum enabled event irand,
forall j € Jg, ) = i; +1,and, forallj ¢ Jg, i} =i;}.

Theorem 4. If N octive (H) = S1|| .- ||Sn, H E miff L(S1||...||Sn]|Sm) # 0.

Distributed automata Another way to exploit the independence of the parallel &en
in a MSC is to build a distributed version of the LTS, with one component for
every component of the network. We then apply the step-stesaencoding [14] to
parallelize the encoding of independent transitions. lsadefine thes! as follows:

_Q:[O,hl],
—A:AmXRzo,
- Qo =0,

- R={(u,(a,t),v') |u€Q,a=al,, andu’ = u+1}.
Theorem 5. If Mioctue ()= Si|. .. [|Sm M = miff L(S1]|SL[ ... [1Sa]1S3) # 0.

A similar result can be obtained for the global-time sentntas proposed in [19].

4 Scenario-driven encoding

4.1 Encoding tailored to MSCs

The drawbacks of the traditional SMT-based encoding isith@nnot exploit the se-
quence of messages prescribed by the MSC in order to sinmpkfysearch because
of the uncertainty on the number of local steps between tvamtsv We encode the
path of each automaton independently, exploiting the Itioad semantics, and then
we add constraints that force shared events to happen aathe time, as irshallow
synchronizatiorf7]. Moreover, we fix the steps corresponding to the sharedtvand
we parametrize the encoding of the local steps with a maximumber of transitions.

Let us consider a network = Hi||...||H, of LHAs and the encodingV;, W;,
I;, T;) representing the LHAT;, for 1 < i < n, in the local-time semantics. We denote
with T} 4 the transition condition restricted to the conditioni.e.,T; 4 = T; A ¢. We
abbreviatel;|.—, with T;, andTj.c,,u(sy With T;,. (notice thatr;, the set of local
actions, contains also the timed event

Let us fix a maximum numbek of local events between two shared events. We
encode the path of theth component along the instanee= a;;. . .; an, of an MSC
into the following formula:



enc(oi,k) — 1?/\ /\ lel;l A /\ (T.(u*k)-i-u—l A /\ T.(u*k)-l-u-l-j—l) (1)

ilay i|T

1<j<k 1<u<h; 1<j<k

Intuitively, enc(o;, k) encodes the alternation of sequences of at rhdstal steps
with the events in the instanee. Note that the:-th event is encoded at th{éu « k) +
u— 1)-th step because it is precededibyk many local events and— 1 shared events.

The run of a network along a consistent MBC=o+|| . . . |0, can be encoded into:

enc(m, k) := /\ enc(oj, k) A /\ sync(oj, o) A (tl-aStj = tlasty (2)

J 1
1<j<n 1<j<i<n

wherelast; = (k+ 1)« h; + k is the index of the last state of the encoding and
sync(oj, 0;) says that théi-th occurrence of a shared event must occur at the same
time ino; ando;. More, specifically, ifA = A; N A; andoj), = 0y, = a1;...a;and
fi, f; : N—= Naresuchthai, = o;(fi(2)) = 0;(fj(2)), for1 < z <, then:
sync(o;, 0;) = /\ tl(_fi(z)*k)'*‘fi(z)—l _ tﬁfj(z)*k)+fj(z)*1 3)
1<2<1

The functionf;(z) maps thez-th eventa. in o;|, to the index ofa in o;. Thus, the
index (fi(z) x k) + fi(z) — 1 is the same index used in the encoding0t(c;, k) to
encode the transition labeled with the shared ewent

Note that the encoding allows to express very complex caimsgron the MSC. In
fact, it is possible to formulate constraints on the statés@network along events just
referring to the symbolic variables that represent them.

Example 2.We show the encoding of the MSC of Example 1 for Tiain automaton
with 2 local steps and the synchronization constraints withGbatroller automaton.
Ir,ain andTr,..:, are the initial condition and the transition relatiomin.

enc(Tirain, 2) = I3 0im N T2 ANTF A

rain|T rain|T

2 3 4
TT7'ain|App7'oach A TTrain\T A TT7'ain|T A
5 6 7
TT7'ain|App7'oach A TT A TT A

rain|T rain|T

42 42 5 411
Sync(aTT'ain7 UCONt7'Oll€7') = tTrain - tController A tTrain - tController

Theorem 6. 2 Given a consistent MS&@ for the networkH, if enc(m, k) is satisfiable
thenH = m. Vice versa, if{ = m, then there exists an integérsuch thatenc(m, k)
is satisfiable.

4.2 Incrementality

The encoding is conceived in order to maximize the increal#ytof the solver, as
described in Section 2.3, along the increask, dfie length of a sequence of local steps.

2 The proof of the theorem is availablenat p: / / es. f bk. eu/ peopl e/ mover / hybri d_scenari of .



The idea is that we keep encodings of the sequences of laesitions separated and
we unroll them incrementally, while we add and remove adogigl the constraints
which glue such sequences.

Let us fix a maximum¥i as a bound for the numbérof local transitions between
two shared events. We uséfor distancing enough the (fixed) positions of events. With
regard to the formulas introduced in Section 2.3, we defiegtirtial encoding for an
instancer; as follows:

0 () +u—1

’Yenc(ol) —I A /\ T\au
1<u<h;
uxK)4+ut+k—1

Tenetr) () i= [\ T

0<u<h;
Benetony (k) =\ VOO Futk = ylwe)tut K

0<u<h—1

For each instance; we encode the initial condition and all thgevents imye,,c(c,)(0).
We incrementally increase the length of the local step.ip ) (k) and inBepc (o) (k),
which glues the last state of a sequence of local steps watfirgt state that performs
the next shared event.

The incremental encoding considering the whole MB®& defined as follows:

7(0) = /\ Venc(ai)(o) A /\ SyTLC(Ji, Jj)

1<i<n 1<i<j<n
W(k) = /\ ’Yenc(cri)(k)
1<i<n
last; last 1
6(k) = /\ ﬂenc(o’l) /\ t P = ]+
1<i<n 1<j<n

Theorem 7. There exists a renaming of variablesuch thatenc(m, k) and
No<j<x 7(7) A B(k) are the syntactical equal modulo the renaming.

4.3 Scenario-driven invariants generation

In order to strengthen the scenario-driven encoding ofi@edt1, and thus speed up the
search, we generate invariants from abstractions of thedghtomata in the network.

Each instance of the MSC restricts the behavior of the automagbie abstract
S to a finite state systerd and we use standard techniques, in our case BDDs, to
generate invariants which holds in different sectionsrofn particular, we find the
reachable states ¢f between two events, just before an event, and just after emt.ev
The invariants are then conjoined to the scenario encoding.

Consider the instance = ay; . . . ;a, of an MSCm. If S |= o, by definition, there
exists a pathr of S over tracew such thatw| 4, = o. In order to satisfyr, 7 alternates
sequences of consecutive local events with shared events, lvpeuflcally, ifr = o,

7 must be in the formyy = ... 5 @i, 4 Qjr+1 5.5 @jn o Qjn+1 5.5
..., Whereg; € Q and are local events of. We split the pathr into a setl” of
sub-sequences such that={mp,c,, Tpost, | 1 € 1,...,h}U{m,,|i €0,...,h}, where:



— Tpre; = {45, }, 1tis the source state of the transition labeled witfin 7.
— Tpost; = {¢5,+1}, it is the destination state of the transition labeled wittn .
- Ta; = {4i+1, - - - ¢,., } Where we denoted with jo + 1.

Given an MSC instance = a1;. .. ;ay for the systemS, we find the constraints
pre;,post;, 1 <i < handa;, 0 < i < h, such that, for every such thatr = o:

— forallu,0 <wu < h,forallg € 7, ¢ F au;
—forallu,1 <u < h,forall g € mpe,, ¢ = preu;
— forallu,1 <u < h,forallq € mpost,,, ¢ | posty.

Thus, the constraints are necessary conditions for thes patbatisfy the instance.
We can safely strengthen the encoding of the scenario with sonstraints in order to
speed up the search.

We perform the invariant generation process§a@ndo in three different steps: we
compute the abstractio$i, we perform a forward reachability computing a first set of
invariants and finally we refine the invariants with a bacldvaachability analysis. We
compute the Boolean Abstractighof S, replacing each predicate 6fwith a fresh
Boolean variable, and we represéhtith Binary Decision Diagrams (BDDs). Then,
we perform a forward reachability analysis Shcomputing an over-approximation
of post; and o;. We start the reachability analysis from the initial statésS, and
we computen, with a fixed-point of the image restricted to the local event$hen,
starting fromag, we computepost; with a single image computation restricteddato
We alternate these two steps for@llof . Finally, we perform a backward reachability
analysis onS to computepre; and to refinepost; and «;. We start frompost;, and
we compute the precige-e;, as the intersection af;,_; and the pre-image gfost;,
restricted to the event;,. Then, we refiney,_1, intersecting it with the fixed-point
of the pre-image which starts fropre;, and is restricted te. At this point we refine
posty,_;, intersecting it withny, ;. We iterate these steps followiagin reverse order.

5 Related Work

There have been a lot of extensions to MSC: High-Level MesSagiuence Charts [20],
UML's sequence diagrams and Live Sequence Charts [10].&/¢eNeral works aim to
increase the expressiveness of these languages, MSCsasie dlilding blocks, used
to describe the parallel composition of sequences of sherets among components.
In this paper, we consider the basic version of MSCs, whidtdee the parallel com-
position of sequences of events and, as in [18], we consides¢mantics of MSCs
in terms of traces, i.e., they constrain the sequence ofredisie/shared events.Our
approach can be extended to manage more expressive lasgsagke as High-Level
Message Sequence Chart, which adds the alternative, dejwmrd parallel compo-
sition of MSCs, using the scenario-based encoding as aibgildock. We can easily
manage time constraints in the MSC as introduced in [2, 5].

MSC and its extensions have been used in [3,22] to describatae system. In [3]
they solve the model checking problem for a system expresgadMSCs translating
then into automata, while in [22] the authors check the stescy of UML Message



Sequence Charts using linear programming. Both approatifies from ours, since
MSCs are used as a modeling language and not as a specifieatiprage.

Many works present different translations of MSCs into tenaplogics or automata
used for model checking a design. Most of these works focuwaring different as-
pects of the extensions proposed by LSCs. In [11], the astbiudy the expressive
power of LSCs compared to CTL*. In [17], the authors consittarts with universal
semantics concentrating on (discrete-time) timing camsts and synchronous events;
they translate the charts into Timed Biichi Automata whighthen translated into tem-
poral logic to be checked with the model checkenB8=MATE. The work is extended
in [19] to handle more expressive timing constraints, ti@iregy an LSC either into a
global timed automaton or into a network of timed automatareuover, the translation
is integrated with the BPAAL model checker. In these works, the model checking tech-
niques are used off-the-shelf, but the verification engéneat optimized to deal with
the scenario specification. Surprisingly, there are notynveaorks that optimize the al-
gorithms in order to scale up the analysis exploiting thecstire of the scenarios. The
key difference with such works is in that here we focus on iefficy, rather than on
covering all the features provided by MSC extensions. We tiwt our approach can
be easily extended to deal with several features of exteht&s.

Bounded model checking for hybrid systems using SMT solhessbeen investi-
gatedin[1,4,7,12,13]. These techniques can be used fy @escenario by translating
the scenario into an automaton. Still, such techniquesatriaitored to the verification
of a scenario, and they resultin a loss of efficiency sincetheture of the problem un-
der analysis is not taken into account. Existing optim@aadito the BMC encoding [1]
are orthogonal to the scenario-based encoding and can liechpfhen encoding se-
quence of local events. Our specific encoding guided by theas® is inspired by [7],
where the authors present a different semantics of the BMBI@m for hybrid systems,
obtained by composing traces of the local automata, andisupesing compatibility
constraints resulting from the synchronizations. In facgur approach, the encodings
of the automata are local, and a synchronization betweerntwoore automata can
happen at different times in the encoding.

6 Experimental evaluation

The techniques discussed in previous sections were implegi®n top of the model
checker NUSMV 3, that features a bounded model checking approach toetheha-
bility in networks of HAs., and uses at its core theaMi SAT SMT solver. We im-
plemented the approach based on the automata constrydtomghich we perform a
reachability analysis using the incremental BMC search 0SNIV3 on the composi-
tion of the network and the scenario automaton. The realityalarget is given by the
final states of the automaton. The scenario-driven encedirgge implemented in the
same framework; for the invariant computation we use the BiaBed model checking
of NUSMV3 applied on a Boolean abstraction of the HAs. Also thenade-driven
encoding search was implemented exploiting the increnigntd the SMT solver. In
the following, we call 8ENARIO the scenario-driven encoding andENARIOINVAR
its variant simplified with invariants. As for the transtais of the MSC into automata,



GLOBAL is the reduced global automata which uses the local timesirsaDISTRIB
is the distributed automata with global time semantics, BrerrRIBLOCAL is the dis-
tributed automata with local time semantics.

In the experimental evaluation, we used the following bematks taken from the
literature and formalized using theviD| language [8] Star-shape Fischeis a hybrid
version of the Fischer mutual exclusion protocol, that @ssbared variable to control
the access to a critical sessidring-shape Fischeis hybrid variant where processes
are in aring, and each process shares a lock variable witieigdhborsNuclear Reac-
tor [25] model the control of a nuclear reactor wittrods. Distributed Controllerf15]
models the interactions af sensors with a preemptive scheduler and a contrdfkerc-
tronic Height Control System (EHQ21] is an industrial case study of a system which
controls the height of a chassis by pneumatic suspensiomoiitinal non-linear model
is linearized usindinear-phase portrait partitioningas proposed in [21]. For each
benchmark, we defined meaningful MCSs that describe thesictien of all the au-
tomata in the benchmarks, possibly containing parallehesgnchronizations. All the
MSCs used in the experimental evaluation are satisfiable.

We evaluated the scalability of the proposed approachésresipect to the number
of components in the network and with respect to the length@MSCs. We increase
the number of the components for all the benchmarks, exoeptté EHC which has a
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Fig. 2. (a)-(c) Scatter plots of run times (sec.). (d) the reductioe to invariants on search time.
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Fig. 3. Run times (sec. on the y axes) increasing the number of atéoxaxes).

fixed number of processes. We increase the length of the M&gesting the sequence
of messages of the scenario for an arbitrary number of tidlethe experiment were
run on a Linux machine equipped with an Intel i7 CPU at 2.93 (Hé#ting the timeout
and the memory out for a single benchmarl@® seconds and t® GB of RAM. All
the results, the test cases and the executable used in teearegptal evaluation are
available aht t p: / / es. f bk. eu/ peopl e/ nover/t est s/ CAV11/.

The main findings of the experimental evaluation regard ffecéveness of the
scenario-based encoding, which outperforms the appredudged on the optimized
automata construction. In Figure 2 we compare the run titndsdarithmic scale) for
all the tested instances of benchmarks and scenarios oté&maso-driven encoding
and the automata approaches. The scenario-driven enadglingnstrates its efficiency
outperforming the automata approaches in nearly all thethmaarks, sometimes by
orders of magnitude, terminating the execution on bencksnahere the automata ap-
proach reaches the time-out.

The plots in Figure 3 show the scalability with respect tothmber of the automata
in the network for all the benchmarks, except Ht¢C, for MSC of fixed structure. Each
plot from Figure 3 shows the run time (in seconds) of the d#ffit methods on the y
axes and the number of automata on the x axes. A point in ofeeétplots is the run
time of a specific method for a specific number of automatas@ipdots show that the
scenario-based encoding scales much better than the aatbased approaches.
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Figure 4 (a)-(e) shows the effect of increasing the size efdtenario, fixing the
number of automata in the network. In general, again, theast@ driven encoding is
more efficient and scales better than the automata-basedcahes.

The simplification brought by the invariants computed frdra &bstraction is not
always useful, although they rarely are detrimental (semuriei 3 and 4). When the
system under analysis has a small discrete state space vHrairts do not bring a
speed up to the search. The impact of invariants is very gtvamen the complexity
of the automata increases, as in the case obik#ibuted Controllerbenchmark. The
effect of the invariants on the search is highlighted in FégR(d), where we plot the
searchtimes, excluding the time taken to generate the invariants.

7 Conclusions

In this paper we have addressed the problem of finding treatésfyang MSCs. The
problem is highly relevant to verification, in that MSCs amrywuseful to allow end
users to validate both requirements and designs. We igatstl the use of a specialized
algorithm that uses the segments of the MSC to guide thelsdaased on the use of
a local time semantics. The experiments show that the pegpo®thod significantly
outperforms optimized techniques based on automata catistn.

In the future, we will extend the language support for MSCd @ apply tech-
niques such as k-induction and abstraction [24] to proveaimetwork does not satisfy
an MSC.
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A Proofs

A.1 Local time vs. global time

In order to prove Theorem 6, we need a stronger version oftberém of [6], which
limits itself to the preservation of the reachability pagsirom local time to global time
and vice versa. Here, we define a mapping between the pathe tifdal time and the
path of the global time which preserve their abstract-timesion.

Foratracev € (AU{TIME} xRx¢)*, in the language of the global-time semantics,
we define the time-abstract tracéw) € A* as the trace obtained from by removing
all letters in{TIME} x R>o.

For a tracew € (A x R>o U {TIME;}1<i<n)*, in the language of the local-time
semantics, we define the time-abstract tra¢e) € A* as the trace obtained from
by removing all letters i{ TIME; }1<;<,, and projecting the letters iA x R>( overA.

If g = ({q1,T1,t1),- -+, {Gn,Tn, tn)) is a state ofN ocTive, We say thay is syn-
chronized ifft, = ¢; for 1 <i < j < n}, i.e., the components of the state agree on the
elapsed time.

Theorem 8. geitve = ({q1,T1), - - -, (qn, Tr)) is reachable inVg 1we With a pathr
over the time-abstract trace iff there exists a synchronizedocrive = ((¢1,Z1, %), - -+, {Gn, T, £))
reachable inV ocrive () with pathn’ overw.

Proof. We define a functiom that maps a path o¥/.rime t0 @ path ofN octive - 0 IS
defined by simply adding the time elapsed from the beginnfrigepath to the states
and the shared events and by replacing a global timed ti@msiith a sequence of
equivalent local timed transitions. Formally, we defineecursively on the length of
the path. The definition keeps invariant that the last sthig) is synchronized. lfr
is a path ofNy1im., thenp() is defined recursively as follows:

- If k = Oandﬂ- = <<q1;$_1>5 R <Qn7ﬁ>>i theng(ﬂ-) = <<Q17$_1a 0>7 R <Qn;ﬁ; 0>>1
note that the last state ef) is synchronized;
—ifr=7"% {(q,71),...,{(qn, Tn)), then
e if a; € Ais a discrete event, then lete the time of the last state ofn’)

(which is synchronized by constructiop)r) := o(7’) fax;t) (

thus, the last state @f(7) is synchronized;
o if a = (TIME, §), then lett be the time of the last state ofn’) (which is syn-
(TIME 1) (TIME ;)

ALTL ) s (Gns Ty 1))

chronized by constructiony{r) := o(n’) 41, T1, )y ooy (G, Ty )
(this is possible since th&; are disjoint and the continuous evolutions of the
components are independent); thus, the last statémfis synchronized.

We can easily prove by induction that the time-abstracetemrepted by is the same
time-abstract trace accepted biyr).

Following the opposite direction, we define a functidthat maps a path 0¥, ocrime
that ends in a synchronized state into a patiVeftive . o is defined by shuffling in-
dependent transitions so that all the components can taikeea transitions. Timed
transitions are split to allow components to take a disdratesition when necessary.
Formally, we define’ recursively on the length of the path. We use the conceptsif fir



i-th step to denote the first transition labeled with an evéth@:-th component. Ifr
is a path that ends in a synchronized statd/pf.1im., theng’ () is defined recursively
as follows:

- If k= Oandﬂ- = <<q1,IL'_1, t>a sy <Qn,ﬁ7 t>>! thengl(ﬂ-) = <<(J1,$_1>7 R <Qn7ﬁ>>u
— if, for someji, the firsti-th step is a discrete evenj,, we consider the first of

suchi, and without changing the time-abstract trace, take sugh &t first; thus

7 = {q1,T1, 1), -+, {Gns T, 1)) {as ) 7 with ar € A a discrete event, then

¢'(m) = (g1, T1), - -, (s Tw)) = & (7);

— if, for all 4, the firsti-th step is a timed event, we consider the smallest delta time
0 of such timed events, and without changing the time-abistrace, we refine the
path by splitting each of these timed transitions into twiowhbich the first takes
o0 time; still without changing the time-abstract trace, wieetauch timed steps as

first; thusm = ((¢1, @1, 1), ..., {Gn, Tn, t)) TMEs  TMEn o \wherer starts with

TIME,§
(qn, Tt 4 0),s o, (gns Tty £+ 0) ) thus, o/ (1) := (g1, TT)s - -+ g, To)) o™
o' (7).

We can easily prove by induction that the time-abstracetemrepted by is the same
time-abstract trace accepted fyr).

A.2 Shallowly synchronization

Before proving Theorem 6, we briefly recap the concept oflewdf synchronized
paths from [7].

Definition 1 (S-trace).Given a set of events C A and a pathr — gy “27 ¢, “232)

, {ansfe) qn, theS-tracerg () is the sequence of evenits , 1), (az, t2), . . ., (ak, ti)

wheret; is the time at which the eveat occurs inm anda; € Sforl < j <k.

Definition 2 (Consistent traces)Let7; andm, two paths with sets of evently and
A, respectively ands be the intersection ofl; and A, (S = A; N As). The pair
(m1, 7o) is consistentff the S-trace of m; is equal to theS-trace of o (75(m1) =
7s(m2)) and the final time ofr; is equal to the final time aof,.

Definition 3 (Shallowly synchronized path).A shallowly synchronized pathf a net-
work NViocrive (H) is a tuplerr = (1, ..., m,) such thatr; is the path ofS; and, for
all j,h, 1 <j < h<n,n; andm, are consistent.

Definition 4 (Projection). Given S; and a pathm octive IN M.octive (H), the pro-
jection of moctive Over S; is the pathm; (moctive ) Obtained projecting the states
over theS;-th component and removing all the transitions over everfighvare not
in A;, the alphabet ofS;. Formally, given the componett; with alphabetA; and

TLocTime = (Q0; to) (eufa) | Aonfn) (@n, tn), the projection ofr octive OversS; is the
<al1at/1> (a'/rn’t'/rn>
co s

pathm; (TLoctive ) = (40, ty)  — q..,t. ) such that:



— fa, : N x Nis afunction such thaf4, (z) maps the index it ocrive Of thez-th
occurrence of an event which belongs to the4gt

-m is the number of events in the pathyctiwe Which also belong to;.

— v;": is thei-th element of the array;.

<QO7tO> (@', to >

— forall 1 §] <m, <0,J,tj> = <0,fA (J),th (J)>

—forall 1 <j <m, (¢}, t}) = @a ) s brm. () )

Theorem 9. If TLoctive = do <1%1_,§1> ¢ (anh)  Aamdm) ¢ is a path in the local-

time semantics such thag '=%,,” for 1 <i < j < n, thenmspyaow = (71 (TLocTme ), - - - »
is ashallowly synchronized path

Vice versa, given ahallowly synchronized paths,aow, there exist a pathr ocrive in
MocTimve (H) such thatrspaow = (m1(TLocTive )s - - - » T (TLocTivE )) andEEE]
fori1<i<j<n.

Proof. 7 octive is ashallowly synchronized pattince foralll <14 < j < nm;(7LocTive )
andr; (mLocTive ) @re consistent.

— By construction, the projection does not change the ordetaiés and events of
TLocTive» and restricts each projection to a given alphabetr ocrive ) IS re-
stricted to all the events idl; while 7;(m ocTive ) is restricted to all the events
in Aj. 7a,na, (mi(TLocTive ) @NdTa,na; (7 (TLocTive )) restrict both sequences to

Tn (7TLocT|ME >>

events in4; N A;. The two sequences contains the same events and have the same

order and, therefore, they are equal. _

— Since last staten of 7 octive the projection of the time variable ari.e. i) is
equal to the projection of the time variable ofi.e.,, ), then also the time at the
final state ofr; (mLoctive ) @and the time on the final state of (L ocTive ) are equal.

. , it
Foralll < i < n thei-th element oftspaiow IS T = (g), t}) (vt {amptmi)

(qk,. . ti, ). We recursively define the functionwhich mapsrsyai.ow to @ pathrioctive €
MocTimve (H)
—if m = (gf,ty) forall 1 <i < n (i.e. we are in the Iast state of all the local paths
of Tshartow), theny(Tsuacow) = ((qds - - -, qB), (td, -+ t)).
— if there exists ari such thatl < i < n, (g}, ) R <q1, ti) and(a;,t;) is a local

; (aiti)
event ofA;, theny (msuaiow) = ((ads -+ G-+ @B)s (ths -1 1o, - 15)) >

, (@tm)
(1, ool ma)), Wheren! = (g, th) B gy
— Otherwise, smcer5HALLOW is ashallowly synchronized patlthere eX|sts a sef

of indexes such that, for ail € J, (¢}, t}) fas g (¢, %) and (a,t) = (a;,t;)

(i.e. all the components id synchronize ona,t)). In this casey(msyaiow) =
Ugds o), (), o)y Y (), wheren! = 7, if i ¢ J, 7!

t (ap,, ) - .
(qi, %) (@ fe) | (omifm (gL, th,.) otherwise.
We can prove by induction tha{ octive € NLoctive (H). Moreover, since the last
time of all the components im_octive are equal, thetry (mLoctive ) - - - » T (TLocTive ))

is ashallowly synchronized path



A.3 Proof of Theorem 6

Proof. Let us consider a model of the formulaenc(m, k). Note that the formula
enc(o;, k) is stronger (the implication is valid) thamth((h x k) + h + k), whereh

is the length ofr;. Thus, if we consider the modgl obtained by restricting: to the
variables inenc(o;, k), we can apply Theorem 2 and build the local path, of H;
asx(pi). By construction the path satisfies the instangcelhe pathgr; , }1<i<n are
consistent because the MSC is consistent and the eventsmapgthe same time due
to sync. Thus, they form a shallowly synchronized raguaow = (T1,4,- -+, Tnu)

of the network. By Theorem 9, there exists a patBcrive in M octive (H) such that
TSHALLOW = <7Tl (TLocTiMe )7 ooy T (TLocTive )> and m octive €nds in a synchronized
state. Note that the time-abstract tracerpfctive is compatible with the MSGn. By
Theorem 8, there exists a pathy;im. of Neitive (H) Over the same time-abstract trace
and thusH =¢ m.

If H =¢ m, there exists a pathyime of Nomve (H) over a trace compatible
with m. By Theorem 8, there exists a pathyctime Of M.octive (H) over the same
time-abstract trace such thatocrive €nds in a synchronized state. Let us consider the
projectionsr; = 7;(Toetime ) ON the components. By Theorem 9, they form a shallowly
synchronized path and thus they are consistent. Let usdaertkie maximuni of local
consecutive transitions between two events;iffor all 7, 1 < ¢ < n. Let us stutter the
last state before an event till obtainikdocal transitions before that event. Let us call
7, the new path. Then, the combinatiprof 7, 1 < i < n, is a model forenc(m, k).

A.4 Proof of Theorem 7

Proof. For alli, u, j, with1 <i < n,1 <u < hy, andl < j < k, (V@K +uti)y =
V(u*k)Jrquj)_

B Additional constraints on the MSC

With respect to the Remark?, we can easily extend the scenario-based encoding to
handle the following constraints:

— suppose we want to specify a local constraiV;) on the states of a process
between two events, anda,; of the corresponding instance; we can add to the
encoding the formulas(V;/) for (u « k) + v < j < (ux k) + u + k;

— suppose we want to specify a conditia(lV;) on the states of a proce§s when
the eventi,, happens; we can add to the encoding the formd(llé(“*k”“’l)

— suppose we want to specify a conditia(V;, V') on the states of a proceSsbe-

fore and after the event,; we can add to the encoding the formulg/,(“**) =1y (wek)tuy

— suppose we want to specify a timing constrait;, ¢;) between the events, and
a,; we can add to the encoding the formulg!"**) T~ ¢{v=F)Fv=1y,

— suppose we want to specify a global constraii;, V;) on the states of; and.S;
after synchronizing on the evemtvhich occurs at the positiomin the instance of
S; and at positiorv in the instance of;; we can add to the encoding the formula

O[(‘/i(u*k)-ﬁ—u7 ‘/j(v*k)+v).



